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Ab6-tract 

A trace-driven model is  used t o  study the e f f e c t s  of various schedulers 

and deadlock cont ro l  algorithms i n  a general - purpose operating system. 

Jobs'  requests f o r  resources are extracted f k m  a production load and 

used t o  dr ive a de ta i led  simulation program. The simulation r e s u l t s  show 

t h a t  the preemptive deadlock cont ro l  algorithms give cons is ten t ly  good 

performance i n  terms of CPU u t i l i za t ion .  

de tec t ion  and recovery deadlock control algorithms are suscept ible  t o  

"knotting" (holding of resources by a blocked process) when there  i s  no 

preemption, brit t h e i r  performance can be improved s ign i f i can t ly  by 1) 

allowing a moderate amount of preemption and 2) by forc ing  the  job scheduler 

t o  l i m i t  the number of jobs competing f o r  resources. 

l imited by e i t h e r  of  the above methods, non-preemptive job scheduling i m -  

proves CPU u t i l i za t ion .  

summarizes the  in t e rac t ion  between some cha rac t e r i s t i c s  of job schedulers 

and deadlock cont ro l  algorithms. 

The bankers algorithm and the  

When "knotting" i s  

This paper extends and develops previous work and 



I 

. 

I. - I n t m d a c t i  on 

A v a r i e t y  of algorithms f r dealing wi-.. t he  deadlock problem i n  

operat ing systems have been proposed and compared q u a l i t a t i v e l y  ( k] [g [g ). 

This paper repor t s  a quan t i t a t ive  study of the e f f e c t s  of  deadlock con t ro l  

algorithms and job schedulers on CPU u t i l i za t ion .  

CPU u t i l i z a t i o n  i s  canpared for two job loads of equal  resource re- 

quirements. 

are r e f l ec t ed  i n  an in t e rac t ive  model. 

i n t e rac t ive  model are  compared t o  r e su l t s  from a batch model which uses 

the same jobs as the  in t e rac t ive  model bu t  t r e a t s  a l l  jobs as i f  they were 

batch jobs. 

The ac tua l  job load had a number of  i n t e rac t ive  jobs which 

Resul ts  from experiments wi th  the 

Trace-driven modeling ([g [a[7]) i s  the vehicle  used f o r  t h i s  study. 

It i s  a simulation technique based on a de ta i l ed  job load extracted fYom a 

production system, and i s  completely and h i s t o r i c a l l y  described i n  [6]. It 

has a l s o  been used t o  s tudy o ther  system algorithms such as CPU scheduling 

([g [7]).A preliminary study of deadlock con t ro l  algorithms i n  a batch environ- 

ment, considering only the e f f e c t  on CPU u t i l i z a t i o n ,  appears in[8]. 

more sens i t i ve  measure of Rsponse time for in t e rac t ive  jobs was considered 

The 

This paper updates r e s u l t s  from[8] and combines previous work ([g[g) t o  

develop new r e s u l t s  on the  pos i t ive  e f f e c t s  of  preemption on c e r t a i n  dead- 

lock con t ro l  algorithms. 

support  conclusions i n  

u l e r  preceding the deadlock control  algorithm and the general  good performance 

Further  experiments a re  a l so  presented which 

9 concerning the need for  an i n t e l l i g e n t  job sched- CI 
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of preemptive deadlock cont ro l  algorithms. The d e t a i l s  of experimental 

precedures used t o  obtain the r e s u l t s  reported i n  t h i s  paper have been pre- 

v ious ly  reported i n  severa l  papers ( [5][CJ[TJ [g [q and are  therefore  only 

b r i e f l y  sketched i n  t h i s  paper. 

11. The Model and Environment 

Trace-driven modeling i s  a technique whereby a recorded t r ace  of 

system a c t i v l t i e s  i s  d i r e c t l y  used t o  def ine the  environment and work- 

load f o r  a model of a computer system ( [g ). 
form of simulation which can be accura te ly  val idated.  

dated by comparing i t s  performance with the performance of the system 

whose da ta  was recorded. 

general  can be found i n  [6] and very de t a i l ed  information on t h i s  p a r t i c u l a r  

trace-driven modeling e f f o r t  i s  inE]. 

Trace-driven modeling i s  a 

The model i s  vali- 

Further information of  t race-dr iven modeling i n  

A CDC 6600 ( [lo]) was used t o  gather the t r ace  data. The l o c a l l y  w r i t -  

t e n  operating system UT-2 (m Eg [lg ) can support up t o  13 user  jobs and 

3 GyEtem jobs concurrently. The user  jobs have f ive  per iphera l  processors 

f o r  input/output, swapping, and system con t ro l  functions. 

The UT-2 system i s  a multiprogramming system t h a t  supports a mixed 

batch (5000 t o  6000 jobs pe r  day) and i n t e r a c t i v e  (35 t o  45 users  simul- 

taneously)  load. Measurements used i n  the  model were taken over a r e l a -  

t i v e l y  long 30 minute period and a shor t e r  3 minute period with 1400 and 

220 in te rac t ions  respec t ive ly  from the  i n t e r a c t i v e  users.  
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F iwo m&eic3 are ~;lr;ed to c t * d y  t h e  ~ p t e m , ~  The first  and earliest  

model ([g[$]) treato a l l  jcibr; i n  the system as batch jobs. 

be re fer red  t o  as the batch model. 

This model w i l l  

The in t e rac t ive  jobs are included i n  

t h i s  model i n  terms of t h e i r  resource requirements, b u t  they  a r e  not  given 

any s p e c i a l  p r i o r i t y  and are n o t  preempted f o r  t h ink  time. That i s ,  t h ink  

time i s  assumed t o  be zero. The batch model was a reasonable model f o r  

the UT-2 system at  the  time the measurements were taken. Ea r ly  versions 

of  the system were completely batch oriented. A large majori ty  of  the 

users only used the  batch system. The i n t e r a c t i v e  system had only batch 

versions of  language processors and u t i l i t i e s  ava i lab le  t o  it. 

(without the  in t e rac t ion  complete path) i s  an i l l u s t r a t i o n  of job processing 

Figure 1 

i n  the batch model. 
- 

When the in t e rac t ion  complete path i s  included, Figure 1 shows a m o d e l  

of  job processing i n  the in t e rac t ive  model. The in t e rac t ive  model i s  s i m i -  

lar  t o  the batch model i n  a l l  respects except: 

swapped out while wai t ing  fo r  input. 

1) In t e rac t ive  jobs are 

2) Think times are taken from the  

t r ace  data and 3 )  The job scheduler t r e a t s  i n t e rac t ive  jobs i n  a slight- 

l y  d i f f e r e n t  way (explained below) than batch jobs. More de t a i l ed  in foma-  

t i o n  on the  i n t e r a c t i v e  mode 1 may be found 

The two job schedulers examined i n  the  models a re  the  preemptive scheduler 

(SP) that  preempted jobs whenever less expensive jobs arrived i n  the  job 

queue and a non-preemptive scheduler (SNP) which would not preempt a t  all  

i n  the  batch model and l imited preemption t o  i n t e r a c t i v e  jobs i n  the i n t e r -  

ac t ive  model. The ac tua l  scheduler used i n  t h e  UT-2 system i s  very s i m i l a r  
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4-0 the preemptive mheduler ([lg ). 

scheduler8 had the following cha rac t e r i s t i c s :  1) A coot w a E  ascigned 

t o  each Job equal  t o  the  product of i t s  cur ren t  memory requirements and 

the amount of CPU t i m e  it needed before ccmpleting i t s  cur ren t  t ransact ion.  

2) The jobs were sor ted i n  order of increas ing  cost .  3 )  The jobs were 

scanned leas t  - cos t  f i rs t  and any job t h a t  would fit i n t o  the  ava i lab le  

memory was selected.  

Both the preemptive and non-preemptive 

4) A t  most 4 i n t e r a c t i v e  jobs could be selected.  

A s  i n  previous s tud ies (  [g [g]) four deadlock con t ro l  algorithms are  

studied. The resources considered by the  deadlock algorithms are  c e n t r a l  

memory and per iphera l  processors. Immediate preemption, IP,  i s  the technique 

used i n  the UT-2 system. 

immediately, the job i s  swapped out. Complete assignment, CA, prevents 

deadlocks by i n i t i a l l y  assigning t o  a job a l l  of the  resources it w i l l  ever  

need. 

de tec t ion  algorithm whenever a job 's  request  f o r  addi t iona l  resources can- 

If a job's request f o r  memory cannot be s a t i s f i e d  

Detection and recovery (pi), DRY cons i s t s  of  running a deadlock 

not  be s a t i s f i e d  and recovering i f  deadlock i s  detected. 

algorithm" ([4]), BAY avoids deadlocks by  assigning resources only when the  

system can find a t  l e a s t  one safe  sequence i n  which it can run a l l  jobs. 

The "bankers 

111. Validation 

I n  order no t  t o  d i s t o r t  the load presented t o  the  simulated job sched- 

u l e r  ( [ q [ 9 ] ) ,  an i n i t i a l  queue o f  55 jobs was selected from the pool of known 

jobs. The t o t a l  amount of processing time used by the  i n i t i a l  queue i s  

s tored as a threshold. Whenever the  remaining processing i n  the simu- 

l a t ed  input  queue drops below t h i s  threshold,  new jobs a re  se lec ted  f'rom 

t h e  unused jobs. 
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Table 1 presents va l ida t ion  information f o r  t he  r e l a t i v e l y  long 

measurement period. 

ac tua l  and simulated in t e rac t ive  system performance measures ( f i r s t  two 

columns) agree t o  within 3.5 O / o ,  with the measure most important here 

(CPU u t i l i z a t i o n )  i n  agreement t o  within 1 O / o  r e l a t ive  e r ror .  

column displays simulation r e s u l t s  with the overhead associated w i t h  the 

software event recorder removed, showing t h a t  i t s  e f f e c t  wa6 a degradation 

by approximately 2 O / o .  The fourth column gives resul t f i  frm a simulation 

w i t h  a d i f f e r e n t  random ordering of the jobs, and again display6 r e l a t i v e  

deviat ions of about 2 O / o .  

present  the slmulated batch system performance measures ( [5]) .  

and six correspond well t o  the  simulated in t e rac t ive  system performance 

measures i n  columns two and three  sharing a s l i g h t  improvement i n  perfor- 

mance due t o  fewer preemptions resu l t ing  i n  l e s s  overhead. 

order ing of the  jobs i n  column seven was d i f f e r e n t  from the  ordering re- 

f l ec t ed  i n  the r e s u l t s  of the  fourth column. The processing threshold f o r  

the i n i t i a l  set of jobs was about 11 O / O  

t i a l  ordering. 

be r  of jobs t o  consider throughout the run, and therefore  the permuted batch 

model generated a lower degree of multiprogmmihg and u t i l i z e d  l e s s  memory. 

Even with t h i s  unfortunate random choice of the  i n i t i a l  s e t  of jobs, the  

model s t i l l  agreed with the ac tua l  system i n  CplT u t i l i z a t i o n  t o  within 

2.5 O / o .  We conclude from t h i s  in fomat ion  t h a t  we have constructed a 

valid and s tab le  simulation model of the  ac tua l  system. 

The f i r s t  four columns represent data used in[9]. The 

The t h i r d  

The f i f t h  column through the seventh column 

Columns five 

The random 

of the  threshold used i n  t h e  i n i -  

This meant t h a t  the  permuted batch model hed a amaller num- 
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The chort  meaourement period containa too  few in t e rac t ions  and JoT-J:; 

t o  allow a convlncinr! va l ida t ion .  

ac tua l  and simulated uystem performance. 

period must be taken as showing t rends only and as lending credence t o  

the  validated da ta  from the longer measurement period. 

Table 2 giveo the comparison between 

The r e su l t c  baned on the sho r t  

IV; Results 

Table 3 gives CPU u t i l i z a t i o n s  f o r  each combination of schedulers 

(SP and SNP),deadlock cont ro l  algorithms (IP,  CA, DR and aA) and models 

( i n t e r a c t i v e  and batch)  f o r  the long measurement period. 

the same s e t  of CPU u t i l i z a t i o n s  for the  sho r t  measurement period. 

Table 4 gives 

I n  the in t e rac t ive  model i n  Table 3 ,  the  performance of each 

deadlock algorithm improved f r o m  3.0370 t o  8.66 % when the  non-preemptive 

scheduler replaced the preemptive scheduler. The improvement i n  CPU 

u t i l i z a t i o n  coincides with the decrease i n  overhead and delays caused by 

swapping. However, it is  important t o  note t h a t  the non-preemptive scheduler, 

SNP, s t i l l  swapa jobs i n  the in t e rac t ive  model due t o  the requirements f o r  

reaconable response time. ( A  p a r a l l e l  s tudy ( [ g  ) has shown t h a t  response 

times are worse using the SNP scheduler with the in t e rac t ive  model than 

with the SP scheduler).  The batch model i n  Table 3 shows a performance 

improvement s i m i l a r  t o  the improvement i n  the in t e rac t ive  model using the 

I P  and CA deadlock cont ro l  algorithms with the SNP scheduler. 

non-preemptive scheduler y ie lds  l e s s  CPU u t i l i z a t i o n  than the preemptive 

scheduler using the DR and BA deadlock algorithms. 

u t i l i z a t i o n  for the de tec t ion  and recovery algorithm (6.01%) and the bankers 

However, the 

This loss of CPU 

algorithm (18.40% ) i s  not  r e f l ec t ed  i n  the  batch model f o r  the sho r t  

measurement period i n  Table 4, 



The sig~ifica~t chclracteristic which tqapeared i n  the  DR and EA dead- 

lock algorithms with the  non-preemptive 6cheduler was the  appearance of t h e  

"knotting" phenomenon. Knotting i s  the degradation of performance brought 

about by the  tying-up of resources by jobs which are not able t o  make 

e f f ec t ive  progress ([8]). The deadlock algorithm DR and BA consider memory 

and per iphera l  processors as t h e i r  non-preemptable resources and the  nmber  

of pe r iphe ra l  processors being held by jobs requesting c e n t r a l  memory i s  

an ind ica t ion  of knotting. Table 5 shows t h a t  as the number of jobs holding 

pe r iphe ra l  processors and waiting for c e n t r a l  memory increases,  the  CPU 

u t i l i  zatlon decreases. 

I n  the experiments i n  Table 3, the In t e rac t ive  model seems t o  have 

too much preemption a c t i v l t y  using t h e  preemptive scheduler. 

was improved by using a non-preemptive scheduler and only preempting f o r  a 

l imi ted  number (a m a x i m u m  of 4 at one time) of i n t e r a c t i v e  jobs. 

i n  preemption overhead overcame any tendency f o r  the  system t o  knot using 

The performance 

The decrease 

the  DR and BA algorithms. 

preemptive scheduler was almost equivalent t o  the i n t e r a c t i v e  model. The 

The performance of the  batch model using the  

non-preemptive scheduler was s t r i c t l y  non-preemptive i n  t h e  batch environ- 

ment and the l a c k  of job preemption allowed knot t ing  t o  dominate the  resource 

environment f o r  t he  DR and l3A deadlock algorithms and more than compensate 

f o r  any gains due t o  reduced overhead t h a t  were apparent i n  the I P  and CA 

deadlock algorithms. Only a modest amount of preemption seemed t o  be needed 

t o  d e t e r  knot t ing  s ince  t h e  i n t e rac t ive  jobs averaged l e s s  than 1 i n t e r a c t i o n  

per  second during the  long measurement period. S t a t i s t i c a l  techniques (C5-J) 

used t o  analyze the  contributions of the  deadlock con t ro l  algorithms (IP,  CA, 
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DR, 

t h a t  almost 60 O/O of the observed v a r i a t i o n s  i n  CPU u t i l i z a t i o n  are  

accounted f o r  by the in t e rac t ions  between var iables .  This large c ross  

term indicates  the s ignif icance of those in t e rac t ions  i n  designing an 

operat ing system. 

very unfortunate since these algorithms are  usual ly  used when preemption 

i s  d i f f i c u l t  t o  achieve, The shor t  measurement period i n  Table 4 was too  

shor t  f o r  knot t ing t o  develop. Jobs f inished and resources were freed a t  

a very rapid rate. Therefore, the non-preemptive scheduler always performed 

b e t t e r  than the preemptive scheduler. 

BA), job schedulers (SP, SNP), and models (batch,  i n t e r a c t i v e )  show 

The need f o r  preemption i n  the DR and EA algorithms i s  

I n  t h e  batch model, some per turbat ions of  the  bankers algorithm and 

the detect ion and recovery algorithm were t r i e d  using the non-preemptive 

scheduler i n  an attempt t o  achieve b e t t e r  performance. 

t o  deadlocks i n  the  de tec t ion  and recovery algorithm, 

deadlock was detected using the premptive scheduler, 14 deadlocks occurred 

with the non-preemptive scheduler. The recovery procedure when a deadlock 

was detected was t o  preempt the resources cu r ren t ly  held by the  last job 

t h a t  caused the deadlock. 

preempt a l l  of the jobs t h a t  held resources cont r ibu t ing  t o  the deadlock, 

the CPU u t i l i z a t i o n  increased from 61.40% t o  67.45% using the  non-preemp- 

t i v e  scheduler. 

Knotting had l e d  

While only one 

When the recovery procedure was changed t o  

An a l te rna t ive  technique f o r  the  bankers algorithm consis ted of 

t r e a t i n g  the per iphera l  processors request ing memory as preemptable resources. 

The batch model was changed t o  place the per iphera l  processor program t h a t  

requested memory a t  the end of the queue of per iphera l  processor programs. 

The new technique returned an increase i n  CPU u t i l i z a t i o n  of 9.02% over 



I n  an attempt t o  reduce the contention f o r  resources,  the m a x i m u m  

number of user  jobs i s  reduced i n  s teps  of 2 from 13 t o  3 jobs. Three 

system jobs are always act ive.  Table 6 shows t h e  r e s u l t s  of t h i s  experi-  

ment. The bankers algorithm s t ead i ly  increased i t s  performance under the 

non-preemptive scheduler u n t i l  only a m e x i m u m  of 3 user jobs were allowed. 

A s  a comparison, the  same experiment was run using the preemptive scheduler 

wi th  the  immediate preemption deadlock con t ro l  algorithm. The r e s u l t s  of 

t h a t  experiment show l i t t l e  changz i n  t h e  CPU u t i l i z a t i o n  with a ba re ly  

preceptable downward trend when a maximum of  5 user jobs was allowed. 

C lea r ly , in t e l l i gen t  scheduling t h a t  removes congesticm w i l l  aid the  bankers 

algorithm. S imi la r  r e s u l t s  were found i n  [g]. 

The CPU u t i l i z a t i o n s  of DR and BA reported here are markedly 

super ior  t o  those reported i n  the preliminary s tudy ([8]). 

both t o  the  use of a model t ha t  i s  more comprehensive i n  i t s  reso lu t ion  o f  

job c h a r a c t e r i s t i c s  and t o  the correct ion of an inva l id  implementation 

of DR and BA. Precise  information on resource requirements, ava i lab le  

and u t i l i z e d  i n  t h i s  t race-dr iven model, i s  highly favorable t o  the 

performance of CA and BA. Such precise information on resource r e -  

quirements is  not of ten  avai lable  i n  normal production environments. 

The cos t  of  preempting jobs on the system modeled i n  t h i s  s tudy  i s  

very  small s ince preempted jobs are swamd t o  extended core storage.  

The ease of preemption c e r t a i n l y  helps t h e  I P  deadlock algorithm. 

batch model was changed t o  assess the  system a penal ty  i n  CPU time when- 

eve r  a job was preempted i n  order t o  m a k e  preemption more expensive. 

This i s  due 

The 
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Two expr iments  were conducted with cystem penal t ies  of 100 mill iseconds 

and 1 second using the SNP scheduler and the I P  deadlock algorithm. 

C W  u t i l i z a t i o n  dropped from 77.98 

second penalty and t o  60.29 / o  f o r  t he  1 second F e a l t y .  

CPU time is a tremendous amount on a CDC 6&0 and the performance of  the 

I P  deadlock mechanism under a penal ty  s i t u a t i o n  ind ica tes  t h a t  preemption 

should ce r t a in ly  be considered fo r  deadlock con t ro l  even i f  the  cos t  is 

very h i&.  

0 
/ o  t o  76.58O/o f o r  the 100 m i i l i -  

0 One second of 

V. Conclusions 

The simulation r e s u l t s  presented here support the following conclusions. 

Non-preemptive job schedulers combined with the immediate preemption and 

complete assignment deadlock con t ro l  algorithms y ie ld  better performance 

i n  terms of CPU u t i l i z a t i o n  than preemptive job schedulers. 

t i o n  and recovery algorithm and the bankers algorithm are  very  suscep- 

t i b l e  t o  knot t ing when no preemption i s  allowed. . A  moderate amount of' 

preemption can g rea t ly  improve the performance o f  both the de tec t ion  

and recovery algorithm and the bankers algorithm. 

deadlock cont ro l  algorithms t h a t  a re  subjec t  t o  h o t t i n g  can a l s o  be 

improved by l i m i t i n g  the number of jobs competing f o r  resources.  

u t i l i z a t i o n  can be improved i n  the de tec t ion  and recovery algorithm 

by preempting a11 of the jobs t h a t  cause a deadlock r a t h e r  than preemp- 

t i n g  the  minimum number of jobs. 

The detec-  

The performance of 

CPU 

The preemptive deadlock con t ro l  

algorithm gave cons is ten t ly  good performance even when a penal ty  f o r  

preemption was accessed. 
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Table 3 

CPU U!t'ILIZA!I'ION (PERCENT) 
Long Measurement Period 

Interactive Model 

SP 

SNP 

I P  

69.32 

77-98 

SP 

SNP 

CA 

64.19 

71.30 

DR 

67.63 

75.85 

Batch Model 

BA 

66.81 

69.84 

I P  

67.88 

CA 

65.56 

74.31 

DR BA 

67.41 66.55 

61.40 48.15 
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Table 4 

SP 

SNP 

SP 

SNP 

cm UTILIUTION ( PERCENT) 
Short  Me as urement Period 

Interact ive Model 

I P  CA DR R4 

42.31 40.83 40.14 38.83 

48.13 45.66 47.03 45.12 

Batch Model 

IP  CA DR BA 

44.57 42.62 43.67 42.80 

50- 73 49.33 47.71 45.62 
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